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What Is Linear Regression?

Linear approach for modeling of relationship between
○ a scalar dependent variable (denoted as y)
○ and one or more independent variables (denoted as X).

Classification - targets are nominal values.
Regression     - targets are numeric and continuous.
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● Simple Linear Regression
● Multivariate Linear Regression



Linear Regression Methods
Introduction
    Ordinary Least Squares Regression
Basic methods
    Polynomial Regression
    Locally Weighted Linear Regression
Shrinkage methods
    Ridge Regression
    Lasso
    Forward Stagewise Regression
Others
    TensorFlow Lattice
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Intuition
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Intuition
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Ordinary Least Squares Mathematical Interpretation
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data dimensionality

number of data points
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Bias
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Ordinary Least Squares

The goal is to minimize the residual sum of squares.
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https://web.stanford.edu/~mrosenfe/soc_meth_proj3/matrix_OLS_NYU_notes.pdf

Mathematical Interpretation

https://web.stanford.edu/~mrosenfe/soc_meth_proj3/matrix_OLS_NYU_notes.pdf


Ordinary Least Squares
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Mathematical Interpretation



ImplementationOrdinary Least Squares
def fit(X, y):

    XtX = X.T * X

    # matrix must be nonsingular

    assert(np.linalg.det(XtX) != 0.0)

    return XtX.I * X.T * y
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Implementation

def predict(X, beta_hat):

    return X * beta_hat

Ordinary Least Squares
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Ordinary Least Squares Usage
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X = np.matrix([[1,1], [1,2], [1,3], [1,4], [1,5]])

y = np.matrix([[0], [3], [2], [4.5], [8]])

beta_hat = fit(X, y)

# y_hat = predict(X, beta_hat)
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Ordinary Least Squares Result



R2Evaluation

Coefficient of determination, R2

○ best possible score is 1.0
○ 0.0 when always predicting mean of dependent variables

Measure of how well observed outcomes are replicated by the model, based on 
the proportion of total variation of outcomes explained by the model.
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R2Evaluation
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Coefficient of determination, R2
Residual sum of squaresTotal sum of squares



Evaluation R2
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R2 scores:
0.948
1.0
-3.0
0.0  R2 = 0.948

R2 = 1.0

R2 = 0.0

R2 =-3.0



Evaluation
● Sensitive only to a linear relationship between two variables
● Values between -1 and 1
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Pearson Correlation Coefficient

Correlation reflects the noisiness and direction of a linear relationship (top row), 
but not the slope of that relationship (middle).



Ordinary Least Squares
sklearn.linear_model.LinearRegression
sklearn.metrics.r2_score
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scikit-learn

from sklearn.linear_model import LinearRegression

from sklearn.metrics import r2_score

lr = LinearRegression()

lr.fit(X, y)

y_hat = lr.predict(X)

r2_score(y, y_hat)

http://scikit-learn.org/stable/modules/generated/sklearn.linear_model.LinearRegression.html
http://scikit-learn.org/stable/modules/generated/sklearn.metrics.r2_score.html
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L I N E A R
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Nonsingular matrix
● n-by-n square matrix A is called nonsingular if there exists an n-by-n 

square matrix B such that
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● A square matrix is singular if and only if its determinant is 0.
● If A is a square matrix, then A is invertible if and only if A has rank n (that 

is, A has full rank).
● Rank of matrix A equals to maximal number of linearly independent 

columns of matrix A.
● Column rank of a matrix equals its row rank.


