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Preprocessing issues
Feature types



Feature types: Numeric features
Scaling matters

- [0, 1]
- MinMaxScaler 

- mean=0, std=1
- StandardScaler 



Feature types: Numeric features
Outliers



Feature types: Categorical and ordinal features



Feature types: Categorical and ordinal features
Quiz: Categorical features are beneficial to (      ) model.

1. Tree-based model (RandomForest, Decision tree)
2. Non-tree based model (Linear model, Neural Network)



Feature types: Categorical and ordinal features
Label encoding



Feature types: Categorical and ordinal features
Frequency encoding



Feature types: Categorical and ordinal features
Quiz: Can frequency encoding be of help for non-tree based models?

1. Yes, it can
2. No, it can’t



Feature types: Categorical and ordinal features
One-hot encoding



Feature generation: Categorical features
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